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Abstract. We address the problem of designing efficient procedures for
counting models of Boolean formulas and, in this task, we establish new

polynomial classes for #2SAT determined via the topological structure

of the underlying graph of the formulas.

Although #2SAT is a classical #P-complete problem, we show that,

if the depth-first search of the constraint graph of a formula generates
a free tree and a set of fundamental independent cycles, this is, there
are not common edges neither common nodes among such fundamental
cycles, then to count the number of different models of the formula can

be computed in polynomial time, in fact, in linear time.

The new polynomial class of 2-CF's brings us a new paradigm for solv-
ing #SAT, and our method to count models could be used to impact

directly in the reduction of the complexity time of the algorithms for

other counting problems, i.e. for counting independent sets, counting
colouring of graphs, counting cover nodes, etc. We present just one of
the applications of this counting results for realizing the incremental re-

compilation of an initial knowledge base Σ with a new formula F, in an
inductive and efficient way.

Keywords: #SAT Problem, Counting Models, Incremental Recompila-

tion of Knowledge, Propositional Inference.

1 Introduction

As is well known, the propositional Satisfiability problem (SAT problem) is a

classical NP-complete problem, and an intensive area of research has been the

identification of restricted cases for which the SAT problem, as well as its opti-

mization and counting version: MaxSAT and #SAT problems respectively, can

be solved efficiently.
SAT and #SAT are a special concern to the Artificial Intelligence (AI) field,

and they have a direct relationship to Automated Theorem Proving as well as in

approximate reasoning. For example, #SAT has applications in the estimating
of the degree of reliability in a communication network, for computing the degree

of belief in propositional theories, in Bayesian inference, in a truth maintenance

systems, for repairing inconsistent databases [1, 3, 13, 15]. The previous problems
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Notice that when Fis a phrase or a clause there is no restriction on the

number of literals that F can contain. Thus, (6) permits us to solve #SAT
for formulas (EUF) in a greater hierarchy than (≤ 2,3µ)-CF, for considering
clauses in F with more than 2 literals.

Some methods for choosing among several possible revisions are based on
some implict bias, namely a priory probability that each element (literal or
clause) of the domain theory requires revision. Opposite to assign the probabili-
ties to each element F of the theory Σ by an expert or simply chosen by default
[10], we have shown here a formal and efficient way to determine such proba-
bility based on the degree of belief PF|E, with the additional advantages that
such probabilities could be adjusted automatically in response to newly-obtained
information.

Suppose that is a (≤ 2)-CF where Gg is a free tree or it contains a set of
cycles such that any pair of such cycles do not share edges neither nodes. The

last objective that we approach here, consist on determining the structure of a

new formula F (set of clauses) such that GEUF keeps the same conditions of GE,
in order that #SAT(EUF) remains computing in polynomial time complexity
and the incremental knowledge process will be inductive.

IF for each c; E F, i = 1, ..., | F

- c; is a unitary clause, or

- v(ci) - v(Σ) ≠ 0, or

- c; adds a new fundamental cycle en G, this is, c; conforms a new cycle but

the set of cycles in GE Uc; do not share edges neither nodes.

Then #SAT(EUF) remains computing in polynomial time using the procedures

presented in chapter 3.

5 Conclusions

#SAT for the class of Boolean formulas in 2-CF is a classical #P-complete
problem. Until now, the maximum subclass of 2-CF where #2SAT is solved

efficiently is for the class (2, 2µ)-CF, which are the Boolean formulas in 2-CF
where each variable appears twice at most.

We present different linear procedures to compute #SAT for subclasses of 2-

CF. Let Σ be a 2-CF where G₂ (the constraint undirected graph of E) is acyclic

or, a free tree union independent cycles, we show that #SAT(E) is computed
in linear time over the length of the formula E.

This new polynomial class of 2-CF contains to the class (2, 2μ)-CF, and it
does not have restriction over the number of occurrences per variable in the given

formula, although (2, 3µ)-SAT is a #P-complete problem. Then, this new class

of Boolean formulas brings us a new paradigm for solving #SAT, and would
be used to incide directly over the complexity time of the algorithms for other

counting problems.
We present one application of our results in the propostional inference area,

showing conditions that permit to an intelligent agent, compute the degree of
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belief in a new formula Fgiven an initial knowledge base E and such that it

could be done in polynomial time over the length of (EUF).
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